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Abstract: new demands are appearing for more sophisticated information processing from textual documents. Unstructured nature of these documents makes it difficult to apply quiet the same approaches we have in database concepts. In this paper we try to review what important application we can expect from text processing .The name for such a processing is TextMining We try here to investigate its different aspects.
1 Introduction

Information is power but knowledge is more powerful. Currently more than 80% of our knowledge is written in some books, documents and some other Medias like Videos and Audios.  As a computer science view, all of these formats are “Unstructured” in nature. Some body for getting knowledge and information from a pure text document, should first understand it, then  process its contents and identifies what concepts are introduced in text, what relations between concept exists and what novel concepts may be found. However in information age, we believe every task should be automated, even if this task be “Text Understanding”. Its just one of names you can find for this kind of process. “Text Mining”, “Text Data Mining”, and this popular one, “Knowledge Discovery in Text” known as “KDT” are more accepted names for this process. 
Text Mining has many roots, so there is no surprise if there are different definitions for it.  Some peoples who came from traditional Data Mining concepts want to apply same approaches to text collections, but some others; mainly from Computational Linguistics community, wants to gift before mentioned “Text Understanding” capabilities to computers. We will explorer more abut this in section 2. section 3 is mainly involved in TM applications.  Section 4 will discover main processes are used for TM and we will have a conclusion in last section. 
2 Definitions

Lack of information, is not now the problem, but the knowledge from this information is what we need. 
Data mining is a very interesting approach for discovering knowledge from the structured tabular data. Data Mining extract patterns from transactions, clusters data and classifies it. Using data mining we can find some association between data items filled the data base. It’s very matured and growing field.  Although we have a problem with its generality. We have not many data sources which are structured and also have very large amount of data contained in. most of our knowledge if not handwritten is quite unstructured. Digital libraries, news, e-books, many official documents and almost every thing you can find across the web are not structured. So we can’t use what Data mining learns us directly about them.
However there are three main approaches for coming against this huge volume of unstructured information which there exist around the world. Information Retrieval, Information Extraction and Knowledge Discovery in Text are this three.
Information Retrieval is mainly concerned with document retrieval. It’s traditional taslfinding relevant documents or in fact a “bag of words” among other documents in a collection. It’s not finding knowledge but returns us just what expects to be more relevant “bag of words” relative to our information need. It really won’t find any knowledge or even information for us.  
Suppose there is an organization with a very successful business and so there is a lot of emails daily you receive.  You want to keep track of these emails; who send them, sending date and so on. This is possible through extracting this information from individual emails and filling a database by this information. Once you’ve completed the job, you have full structured information extracted from emails.  On the other hand this is only information that you have; means no thing new is discovered from what you have. 
Two concepts A and B are found in a text collection.  Suppose that you found also that these two concepts are related together, e.g. A=>B. Further your system found that B is also related to C. e.g. B=>C. What we how up to now is just Information Extraction but it’s possible that the system is a little intelligent and find that because of these two implications, it can infer a new implication , A=>C without any direct mention in text collection.  This example can describe what knowledge discovery looks like.  The stress in this example is on “novelty” as you see. However some ones [13] believe a softer distinction between IE and KD. They believe that semi novel tasks such as classification, summarization and such tasks can be thought as text mining, meanwhile they also believe to truly novel task, like our previous example.  Many people also truly believe that IE can be considered as a preprocessing phase in text mining task [11]. 
3 Text Mining Applications
As you see there are a variety of definitions for Text Mining task, so it’s not surprising that there are also different believes about Text Mining usages. However, here we try to introduce some of this accepted application, without considering various mentioned definitions.

This is from [7] with some modifications:
· Search and Retrieval

· Clustering Unsupervised Classification)

· Summarization

· Associations
· Trends detection and Analysis

· Part of speech tagging

· Automatic thesaurus and ontology 

· …

As you can see some topics are common between areas like Information Retrieval, Artificial Intelligent and Natural Language Processing.  I want here to briefly describe each of these tasks. 
3.1 Search and Retrieval

Some new information search and retrieval methods can be considered with respect to text data mining. As said earlier traditional IR systems concern with finding more related document in a document collection to the user’s information need. How ever there are always situations which user can’t find his/her specific information need among documents returned by the system. Having a system which can respond this need with an exact result is so very preferable for many of situations. This type of IR systems  are known as Question Answering systems.  Although this kind of IR systems are using themselves a variety of  technologies like NLP and Machine Learning but they are based on some  knowledge bases which are gathered through some statistic or nlp-based approaches from the text collections [Dr-link].  These knowledge bases contain some representation from the facts inside the text collection. In extraction this facts it’s possible to use text mining as a tool. Because TM enables us to find concepts and relation between them in a corpus.
3.2 Clustering and categorization
Suppose that you have many documents and no time for classifying them into some categories.  This classification gives the users a better overall overview of the text collection. There are two approaches here. First, you can have some predefined classes and then try to have a system to “categorize” our new incoming documents. On the other hand Clustering is the process of making these classes, unsupervised and automatically. In contrast with categorization we have no predefined categories.  Although this concept is mainly borrowed from data mining (or Knowledge Discovery in Database). 

3.3 Summarization
This is the automatic process of creating abstract features of text, in a few lines.  This kind of TM seems that will not add some thing to out knowledge, because the author probably knows himself that what is writing and a summery from his notes will note add any knowledge. However this will make browsing a document content easer for users and fasts their approaches to the main idea of a document.
3.4 Associations
This is a kind of facts which could be found from the collection. These facts tell occurrence of some words may be dependent to appearance of some other words. I mean when ever we see the first collection of words we can expect seeing the other words too in the same document. This concept is borrowed too from data mining concepts.  We will talk more about this more in next section.
3.5 Trends detection and analysis
Suppose you are manager of a commercial company. Obviously you should always have an eye on your competitors’ activity. This can be the kind of information you’ve got from news, stock deals and some documents generated by that companies and so that.  Although there is no way in this ever increasing information world to handle all of this sources by just your eyes. Text mining helps to automatically detect trends and new changes. Using text mining we can find novel news, recent progresses on financial and some thing like this, automatically. The purpose is that a manager just use discovered information to evaluate competitors state.
3.6 Part of speech tagging
Though not many peoples knows this as a complete text mining, but in [4] for example a system named GATE which is made in Sheffield is integrated to a digital library. GATE has some tools for tagging sentences; for example it can find location names, person names and some thing like this. So it seems to be more Information Extraction than Text Mining. However POS plays a great role in Natural Language Processing. It’s usually a very first step in NLP.
3.7 Automatic thesaurus and ontology 
One can think about thesaurus and ontology as good representation of extracted knowledge from a corpus. Thesaurus is a collection of words they definition and relations between them. These relations usually are extracted by hand from documents. We may have global or specific domain thesaurus. Relations between this words are some things like “Generalize” , “Specialize”,” Related” or some thing else. If we have a thesaurus which defined any relation between words, then we can call it“ontology” of these words. Both thesaurus and ontology are quite useful as they can show us correct world of words in a specific domain. If you consider a search engine, a thesaurus can be our vocabulary while searching, for better search results.
Thesauruses now can only build by hand and it’s so labor working. The one who want to create a thesaurus should find every relation which exists between words. It’s very preferable if we could build them automatically [17].
Although this is a field we can not imagine any boundary because each individual nugget of knowledge you obtain while reading be understandable for machine too.

4 Text Mining Process
Text mining is a process which involves many of technological areas. Information Retrieval, Data Mining, Artificial Intelligence and computational linguistics are all fields which have some role there. Nevertheless it seems that there are two main phase in Text Mining process depicted in figure 1[16].
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Figure 1: Text Mining process

First phase is about documents preprocessing. This phase’s output can have two kinds of formats; document based and concept based. Document base representation concerns with a better representation of documents. This can be transforming them to an intermediate semi structured format or applying some kind of index over it or what ever kind of desired representation can be applied to a document. Here each entity in representation will be a document. Second kind of refining is extracting concepts from documents, relation between this concepts and what ever concept based information can be extracted from a single document. Each entity will be there a concept. Nevertheless it’s possible to transform a document based representation to a concept based representation. 
Next step is extracting knowledge from these intermediate representations. Relative to what representation a document has, knowledge extraction will be different. Document based representation is used to clustering, categorization, visualization and some thing like that While concept based representation is appropriate for association detection,  automatic thesaurus  building and some things related to concepts not documents themselves. 
4.1 Text mining methodologies
There are two many approaches in knowledge extraction phase. However, all of these methods can be roughly grouped under two main headings. The two broad groups of approaches for the development of systems that aim to extract information and knowledge from text are performance-based and knowledge-based. In the former case designers are concerned with the effective behavior of the system and not necessarily with the means used to obtain that behavior. The most common performance-based algorithms are statistical methods and neural networks. 
Statistical methods are based on what ever statistics can be found from the text. Some things like words frequency, words co-occurrences, and some thing like that. For      another example its worth to see an example from [1] which Martin Rajman there shows 
how some ideas in Data Mining are applicable to Text Mining systems. This example of association detection is a very good sample for document based text mining.
4.2 Association detection
Let’s consider a set of words 
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 be a set of key words, the set of all documents t in T such that 
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 will be called covering set for W and denoted [W]. 

Any pair (W,w), where 
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 will be called association rule, and denoted by 
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Given an association rule 
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, is called the support of R with respect to collection T. (
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, is called the confidence of R, with respect to collection T.

By 
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we mean the probability of a text to be indexed by keyword w if it is already indexed by keyword set W. 
Each association rule R generated from our collection T is said to satisfy support and confidence constraints 
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Obviously one may change this two parameters threshold for selecting appropriate associations which remains.

Every algorithm around for computing association rules take place in two phases. 
· At first generating all keyword sets with support at least equal to 
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· Then they generate all the association rules that can be derived from the produced frequent sets and that satisfy the confidence constraint
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4.2.1 Producing the frequent sets
The set of candidate frequent sets has an incrementally building process. It starts from singleton frequent sets and then progressively adds elements to frequent set as long as it satisfies the confidence limitation. This step is the most computationally expensive step. Such A basic algorithm is shown in figure 2.
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Figure 2:Frequent set detection
[image: image24.png]Foreach W mazimal frequent sct do
generate all the rules W\{uw} = {u}, where w € W, such that
WAL 2 03

endfch




Figure 3: association rule detection
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Figure 4: an association detection example.

4.2.2 Generating the associations

 Once the maximal frequent sets have been produced, the generation of associations is quite easy. A basic algorithm is presented in figure 3
For an example it may be interesting have a look to this associations extracted from Reuters data base. Figure 4 depicted such an associations. As you see this associations are pretty patterns discovered from  text corpus. How ever system doesn’t understand what it has found.
On the other hand, knowledge based approaches use other viewpoint. They try to understand the text. However it’s not yet totally done but its now in a very good state for progress. NLP uses some approaches some POS and further investigation to extract knowledge and information from text. One this currently using system is DR_LINK from Syracus University [16].
5 Conclusion and future work
This is was a review on main applications and approaches toward Text mining techniques. There are a variety of applications imaginable for such a technology. However this is a very young and progressive field but it can help us to use already gathered knowledge in unstructured documents. 
For future work we should pay more attention on NLP based approaches. There is an idea of using Human Plausible Reasoning in this field. It’s quite natural to use such an inferential frame work when we talk about Text Understanding.
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